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Abstract: The paper examines the issues of diagnosis and treatment of cardiovascular diseases, commonly encountered in 

diagnostic decision-making, when medical data are processed. The issues of classification of heart diseases and detection of 

informative signs are solved on the basis of estimation algorithms. In addition, the appropriate software was developed. 

The main goal of the research is to solve such issues as constructing inter-object remoteness in a complex of informative features 

that distinguish objects of diagnostic classes, select a complex of signs that characterize mutual differences of objects, and also 

identify the value of the proximity function when diagnosing an unknown object [1-5]. 

The level of significance or representation of the set belonging to the j-object ofХр-class, which are the main stages of the 

algorithms for calculating its assessment relative to the class [1-5], was revealed. 

An algorithm for diagnosing an unknown object in the space of informative features was proposed. The suggested theoretical 

ideas were confirmed in practice. In addition, the decision rules in this space and their software were developed [4-5]. 

 

Keywords: pattern recognition, remoteness and proximity functions, estimation algorithms, classification, informative features. 

I. INTRODUCTION 

In determining the patterns and hidden intercomplex 
dependencies of the signs and those that characterize the 
objects of research in solving the problems of the 
intellectual analysis of medical data, measurement and 
spatial problems arise. As a rule, the measurement of 
medical data that are collected and stored consists of 
dozens or hundreds of signs. The decision-making process 
based on these data becomes a very complex one for 
specialists. Therefore, the urgent issues of the modern 
health care system is the transition from large quantities to 
small, but informative ones in processing medical data, i.e. 

identifying the most important information; developing 
software based on the methods and algorithms for 
classification of attributes. 
One of the immediate problems of the present moment is 
the analysis of issues of pattern recognition in the data 
mining environment and the introduction of methods and 
algorithms for solving such problems, the results obtained 
in all production fields. Scientists who conducted long-term 
research in applied mathematics, computer science and 
information and communication technologies are 
specialists in this field. A review of the results of their 
analytical work on pattern recognition and in-depth study 
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of the proposed provisions were reflected in the following 
works [1-5, 7, 9, 13]. Models based on estimation, 
mathematical statistics, probability theory, potentials and 
pattern recognition based on the obtained results were 
studied. 
The results of the analysis of these models revealed the 
absence of interdependencies between important features or 
the presence of very loose coupling. 
Pattern recognition algorithms created on the basis of the 
models proposed in some scientific papers [1-5, 7, 9, 13] 
are inextricably linked with an increase in the number of 
learning samples, which in turn implies performing a large 
number of calculations. This implies stepping up the 
requirements imposed by researchers on technical means. 
Thus, it is relevant to develop models, methods and 
algorithms that take into account the features of the object 
of study when processing large amounts of data [6, 8, 10-
12]. 
The main objective of this paper is to develop an improved 
algorithm for estimation in the mining of medical data 
considered in the space of a set of features [6, 8, 10-12], as 
well as its implementation in solving three issues of image 
transformation. 
 

II. METHOD AND MATERIAL 

In this section: 1). The features of preliminary data 

processing, which are expressed on the example of medical 

issues, are described. In this section, three tasks are 

considered: the first is the selection of informative features 

that are the basis of pattern recognition, the second is the 

determination of the significance level of objects of an 

learning sample, the third is diagnosis, which is the main 

medical issue; 2). The methods of solving the objectives, 

which include the remoteness function with respect to two 

objects in the space of Boolean informative features and the 

proximity function, providing the similarity of objects are 

defined. The mathematical expression of decision rules 

determining diagnoses is described in the same way; 3). 

Algorithms for solving the set objectives are developed on 

the basis of the proposed theoretical information; 4). The 

proposed algorithm is implemented in the solution of a 

practical problem. At step-by-step solution of the set 

objectives on the basis of symptoms for the class of 

homogeneous diseases ‘Myocardial infarction’and the 

corresponding diagnoses in the form of a table were 

described. 

 

1. Layout of the case. Let us assume that, as in [1-5] 

literature, the selection of educational choices is 

given:𝑥𝑝1 , 𝑥𝑝2,… , 𝑥𝑝𝑚 𝑝
∈ 𝑋𝑝 , 𝑝 = 1, 𝑟    . Here 𝑥𝑝𝑖 - N - 

dimensional space vector, each object𝑥𝑝𝑖 =  𝑥𝑝𝑖
1 ,

  𝑥𝑝𝑖2, …𝑥𝑝𝑖𝑁, 𝑖=1,𝑚𝑝, N  - dimensional features in space, 

𝑋𝑝 , 𝑝 = 1, 𝑟       representing a sequence of classes that 

consists of, the𝑚𝑝 is𝑥𝑝1,… , 𝑥𝑝𝑚𝑝
. 

Issue: 1. It is required to identify a set of informative 

features that clearly distinguish between class Xp  diseases. 

Issue: 2. It is necessary to evaluate the contribution of 

Xp class objects to the formation of their class. 

Issue: 3 - Establishing a decisive rule for identifying an 

object that is identical to a class in the diagnosis of an 

illness. 

2. Methods for Solving the Set Objectives 

 

In order to solve the problem, the following finds include 

the proximity function of the two objects, the distance 

function that provides the difference, and the similarity 

between objects and class objects. 

Likewise, the function of calculating the votes counting the 

contribution of class objects to the formation of their class 

is based on estimate calculationalgorithmalgorithms [1-4] 

 

Distant function in the field of information feature: 

Let's assume that the Xp class of information feature is 

given by two xp1 , xp2 objects. 

The distance function between objects is to enter 

θi(xp1,xp2) in the following informative features: 

 

𝜎𝑖 𝑥𝑝1,𝑥𝑝2 =  

1   𝑖𝑓         (𝑥𝑝1
𝑖 − 𝑥𝑝2

𝑖 ) ≠ 0, 𝑖 = 1,𝑁.

0 otherwise (𝑥𝑝1
𝑖 − 𝑥𝑝2

𝑖 ) = 0, 𝑖 = 1,𝑁.

 (1) 

The first condition indicates that there are no similarities 

between the two objects, and the second condition indicates 

their similarity. 

Proximity functions in the field of informative features. 

Let's assume that the Xp class of information feature 

is given by two xp1 , xp2 objects. 

The proximity function between the objects 

ρi(xp1,xp2) is found in the following informative features: 

ρi xp1,xp2 =  
1   if          xp1

i − xp2
i  = 0, i = 1, N.

0                                                 otherwise,

 (2) 

The first condition indicates the degree of similarity 

between the two objects, and the second condition indicates 

that they are different from each other, meaning that these 

components are not identical. 

 

This is a voluntary j - in the field of informative signs, is 

based on the formula for the measurement of the size, 

which represents the difference between the diagnostic 

object and all other diagnostic objects. 

 
Г𝑗  𝑥𝑝𝑗 ,𝑥𝑝𝑘  =   𝜃𝑖 𝑥𝑝𝑗 ,𝑥𝑝𝑘   , 𝑗 = 1,𝑚𝑝 ;  𝑘 = 1,𝑚𝑝 ;  𝑗 ≠ 𝑘𝑁

𝑖=1 .
𝑚𝑝

к=1    (3) 
 

In the field of information featureistic, the value of j-

object's contribution to the diagnostic object is calculated 

based on the following formula: 
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Г𝑗  𝑥𝑝𝑗 ,𝑥𝑝𝑘  =   𝜌𝑖 𝑥𝑝𝑗 ,𝑥𝑝𝑘   , 𝑗 = 1,𝑚𝑝 ;  𝑘 = 1,𝑚𝑝 ;  𝑗 ≠ 𝑘

𝑁

𝑖=1

.

𝑚𝑝

к=1

    4  

A crucial rule in the field of informative features [4-6]. 

Let's assume that the new 

unknownw=(w1,w2,…,wN ) is given to the diagnostic 

object. This object is most similar to the one given to the 

diagnostic object. 

Г𝑤 𝑤, 𝑥𝑝𝑘  =   𝜌𝑖 𝑤, 𝑥𝑝𝑘   ,𝑘 = 1,𝑚𝑝 ;

𝑁

𝑖=1

𝑚𝑝

к=1

,                                        5 . 

is calculated by the formula. If Гw w, xpi ,  > Гw w, xpj ,   

(6) inequality is achieved, then w=(w1,w2,…,wN ) is 

relatively high for the i-diagnostic object relative to others. 

 

3. Algorithm for solving issues. 

This chapter outlines the algorithm for solving the issues 

that are described in the article. The algorithm consists of 

six paragraphs and it is desirable to use logic identification 

only for separate class objects. 

 

 The first step. The curriculum selection objects 

are included in the database. The initial database is formed 

in allXp , p = 1, r      classes; 

The second step. In the field of information 

featureistic of determining the complex of informative 

features, which distinguishes between Xp  class diseases, the 

distance function is calculated according to formula (1);  

The third step. The area of informative 

featureistic used to estimate the contribution of the Xp   

classes to the formation of their class is the proximity 

function (2) according to the formula; 

The fourth step. This is the optional criterion in 

the field of informative signs - an assessment of the 

magnitude of the difference between the diagnostic object 

and all other diagnostic objects is based on the formula (3); 

The fifth step. In the information feature space, 

the assessment of the contribution of j-object to the class of 

objects is carried out under the formula (4); 

The sixth step. The key determining factor for 

identifying an object that is unknown to the illness, i.e. the 

subject of the class, is built on the basis of the formula (5, 

6). 

 

4. Applying proposed algorithm in determining the solution 

of a practical problem. 

 

Let us present the symptoms and the corresponding 

diagnoses for the class of homogeneous diseases (CHD) 

‘Myocardial infarction’ in the form of a table (table No. 1). 

Inline elements of the table express diagnoses; elements of 

the columns indicate signs. 

 

Thus, the space of diagnoses and signs defined for the class 

of these diseases is formed on the basis of the experience of 

specialists and industry experts and consists of 8 diagnoses 

and 23 signs characterizing each diagnosis. 

Table: 1 

№ Symptoms 

Diagnoses 

M
io
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rd

(Т
1
) 
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it
is

 (
Т

2
) 
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is

 (
Т

3
) 
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 (
Т

4
) 
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Т
5
) 
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y
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A
) 

( 6
) 
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is

 (
Т

7
) 

M
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 (
Т

8
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1.  Infringement of heart rhythm 

(у1) 

1 1 1 1 0 0 0 1 

2.  Arterial blood pressure 

increase (у2) 

1 0 0 1 1 0 0 1 

3.  Pericardial rubbing noise (у3) 1 1 0 0 0 0 0 0 

4.  ECG changes (у4) 1 1 1 0 0 1 0 1 

5.  Pain in the heart (у5) 1 1 1 1 1 1 0 0 

6.  Increase in body temperature 

(у6) 

1 1 0 0 0 0 1 0 

7.  Leucocytosis (у7) 1 1 0 0 0 0 1 0 

8.  Heart Tones Collapse (у8) 1 1 1 1 1 1 0 1 

9.  SТ segment rise (у9) 0 1 1 0 0 0 0 0 

10.  The appearance of the Q 

tumor (у10) 

1 0 1 0 0 0 0 1 

11.  ST segment elevation or 

depression (у11) 

1 1 0 1 0 0 0 0 

12.  ST segment and spinal cord 

changes (у12) 

0 0 0 1 0 0 1 0 

13.  Slow change of K spike from 

V1 to V6 (у13) 

1 0 0 0 1 0 0 0 

14.  Sudden changes in the 

heartbeat (у14) 

1 0 0 1 1 1 0 0 

15.  ST segment II, III, aVF rise  

(у15) 

1 0 0 0 0 1 1 0 

16.  T in V1-V3 inversion (у16) 1 0 0 0 0 1 0 0 

17.  After 8-10 hours, the increase 

in the CFK and MV fractions 

(у17) 

1 0 1 0 0 0 0 0 

18.  Return of the CFK and MV 

fractions after 48-72 hours 

(у18) 

1 0 0 0 0 0 0 0 

19.  After 24-36 hours activation 

of the CFK and MV fractions 

(у19) 

1 0 0 0 0 0 0 0 

20.  Local disturbance of left 

ventricular retraction (у20) 

1 0 0 0 0 0 1 1 

21.  Left ventricular wall decline 

(у21) 

1 0 1 0 0 0 0 1 

22.  Normal ablation of left 

ventricle (у22) 

0 0 0 0 0 0 0 0 

23.  Trompoe oceanography of the 

Koranar artery (у23) 

1 0 0 0 0 0 0 1 

 

The following issues need to be addressed: 
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1. Determine the sequence of informative features that are 

clearly distinguishable among class Xp  diseases. 

2. Assessment of contribution of Xp  class objects 

to formation of their class. 

3. Establish a decisive rule for the identification of 

an object that is identical to a class in the diagnosis of an 

illness. 

 

The first and second issues are solved in the following 

stages: 

First stage: Based on Table №1, the following T 

matrix is: 

 

formed:Т=

 

 
 
 
 
 
 
 

y
1

y
2

y
3

y
4

y
5

y
6

y
7

y
8

y
9

y
10

y
11

y
12

y
13

y
14

y
15

y
16

y
17

y
18

y
19

y
20

y
21

y
22

y
23

T1 1 1 1 1 1 1 1 1 0 1 1 0 1 1 1 1 1 1 1 1 1 0 1

T2 1 0 1 1 1 1 1 1 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0

T3 1 0 0 1 1 0 0 1 1 1 0 0 0 0 0 0 1 0 0 0 1 0 0

T4 1 1 0 0 1 0 0 1 0 0 1 1 0 1 0 0 0 0 0 0 0 0 0

T5 0 1 0 0 1 0 0 1 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0

T6 0 0 0 1 1 0 0 1 0 0 0 0 0 1 1 1 0 0 0 0 0 0 0

T7 0 0 0 0 0 1 1 0 0 0 0 1 0 0 1 0 0 0 0 1 0 0 0

T8 1 1 0 1 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 1 1 0 1  

 
 
 
 
 
 
 

 

Elements of the matrix are the objects of diagnosis, and 

column elements are the symbols of the objects. 

The second step is the distances function between objects  

θi yтk,yтi , i = 2,8; , j = 1,23;,        k = 1,8;     , j ≠ k;.Using the 

T matrix: 

ТТ1
=

 

 
 
 
 
 
 

y
1

y
2

y
3

y
4

y
5

y
6

y
7

y
8

y
9

y
10

y
11

y
12

y
13

y
14

y
15

y
16

y
17

y
18

y
19

y
20

y
21

y
22

y
23

T2: 0 1 0 0 0 0 0 0 1 1 0 0 1 1 1 1 1 1 1 1 1 0 1
T3: 0 1 1 0 0 1 1 0 1 0 1 0 1 1 1 1 0 1 1 1 0 0 1
T4: 0 0 1 1 0 1 1 0 0 1 0 1 1 0 1 1 1 1 1 1 1 0 1
T5: 1 0 1 1 0 1 1 0 0 1 1 0 0 0 1 1 1 1 1 1 1 0 1
T6: 1 1 1 0 0 1 1 0 0 1 1 0 1 0 0 0 1 1 1 1 1 0 1
T7: 1 1 1 1 1 0 0 1 0 1 1 1 1 1 0 1 1 1 1 0 1 0 1
T8: 0 0 1 0 1 1 1 0 0 0 1 0 1 1 1 1 1 1 1 0 0 0 0  

 
 
 
 
 
 

 

One of the main functions of the distance 

functionθi yтk,yтi  is the operator, ie. (1) the expression T. 

matrix and ТТ1
 matrix when the Т1 is applied to the 

diagnostic object. The resulting matrix Т1 is understood as 

a comparative matrix for the diagnostic object. 

Comparative matrices are defined as ТТi
and Тiis a 

comparative matrix for the diagnostic object, and Тi  is 

evaluated comparatively with the diagnosis. 

1. The ТТ1
 matrix for the comparative assessment is 

based on the path and column elements of the matrix: 

 

When evaluating the matrix within the path 

elements,Тi  is the sum of the differences in the parameters 

of the object of the diagnostic, ie, Тj , i ≠ j, (in our case Т1), 

which is relative to the diagnostic object, ie the sum of the 

matrix elements: Г ТТ1
 = Г1 yт1,yт2 + Г1 yт1,yт3 + ⋯+

Г1 yт1,yт8 = 13 + 14 + 15 + 15 + 14 + 17 + 12 = 100. The 

average value of the price isГ ТТ1
 =

1

7
Г ТТ1

 = 14,3 

2. The evaluation is the sum of the columns in the 

column of the element of the matrix. This means the 

Т1 identifier of the diagnostic object is of a 

comparative degree of importance compared to the 

diagnostic objects Тi , i = 2,8. As a result of this 

evaluation, a set of informative features is defined for 

two diagnostic objects. The most informative feature 

is the sum of the sum of the column elements in the 

largest value. The two most informative features are 

the sum of the two columns of the matrix and the 

largest. 

This rating consists of a set of informative features 

for a Т1 diagnostic object, as follows: Y3, Y6, Y7, Y10, 

Y11, Y13, Y15, Y16, Y17, Y18, Y19,Y20, Y21, Y23. 

Here are lists of 14 informative brands. 

Likewise, the Т2  class of comparative assessment is as 

follows:

ТТ2
=

 

 
 
 
 
 
 

y
1

y
2

y
3

y
4

y
5

y
6

y
7

y
8

y
9

y
10

y
11

y
12

y
13

y
14

y
15

y
16

y
17

y
18

y
19

y
20

y
21

y
22

y
23

T1: 0 1 0 0 0 0 0 0 1 1 0 0 1 1 1 1 1 1 1 1 1 0 1
T3: 0 0 1 0 0 1 1 0 0 1 1 0 0 0 0 0 1 0 0 0 1 0 0
T4: 0 1 1 1 0 1 1 0 1 0 0 1 0 1 0 0 0 0 0 0 0 0 0
T5: 1 1 1 1 0 1 1 0 1 0 1 0 1 1 0 0 0 0 0 0 0 0 0
T6: 1 0 1 0 0 1 1 0 1 0 1 0 0 1 1 1 0 0 0 0 0 0 0
T7: 1 0 1 1 1 0 0 1 1 0 1 1 0 0 1 0 0 0 0 1 0 0 0
T8: 0 1 1 0 1 1 1 0 1 1 1 0 0 0 0 0 0 0 0 1 1 0 1  

 
 
 
 
 
 

 

Here Т2 assessment is carried out as follows: 

Г ТТ2
 = Г2 xт2,xт1 + Г2 xт2,xт3 + ⋯+ Г2 xт2,xт8  = 

13 + 7 + 8 + 10 + 9 + 10 + 11=68. Average value is equal 

to  Г ТТ2
 =9,7 Similarly, a column of elements, that is, a 

set of informative features, is as follows: Y3, Y6, Y7, Y9, 

Y11. 

There are 5 informative brands required: 

 

ТТ8
=

 

 
 
 
 
 
 

y
1

y
2

y
3

y
4

y
5

y
6

y
7

y
8

y
9

y
10

y
11

y
12

y
13

y
14

y
15

y
16

y
17

y
18

y
19

y
20

y
21

y
22

y
23

T1: 0 0 1 0 1 1 1 0 0 0 1 0 1 1 1 1 1 1 1 0 0 0 0
T2: 0 1 1 0 1 1 1 0 1 1 1 0 0 0 0 0 0 0 0 1 1 0 1
T3: 0 1 0 0 1 0 0 0 1 0 0 0 0 0 0 0 1 0 0 1 0 0 1
T4: 0 0 0 1 1 0 0 0 0 1 1 1 0 1 0 0 0 0 0 1 1 0 1
T5: 1 0 0 1 1 0 0 0 0 1 0 0 1 1 0 0 0 0 0 1 1 0 1
T6: 1 1 0 0 1 0 0 0 0 1 0 0 0 1 1 1 0 0 0 1 1 0 1
T7: 1 1 0 1 0 1 1 1 0 1 0 1 0 0 1 0 0 0 0 0 1 0 1  

 
 
 
 
 
 

 

Matrix view is held. 

Here Т8 is evaluated as follows: Г ТТ8
 = Г8 xт8,xт1 +

Г8 xт8,xт2 + ⋯+ Г8 xт8,xт7 = 12 + 11 + 6 + 9 + 9 +

10 + 11 = 68. 

Average value is equal to Г ТТ8
 = 9,7. The set of 

informative features is selected as follows:Y5, Y10, Y20, 

Y21, Y23. 

The results obtained at the end of the stage are shown in 

Table №2, Table№3, Table№4 

Table: 2 

Г ТТ1
  Г ТТ2

  Г ТТ3
  Г ТТ4

  Г ТТ5
  Г ТТ6

  Г ТТ7
  Г ТТ8

  

100 68 66 62 62 62 80 68 

Г ТТ1
  Г ТТ2

  Г Т3  Г ТТ4
  Г ТТ5

  Г ТТ6
  Г ТТ7

  Г ТТ8
  

14,3 9,7 9,4 8,9 8,9 8,9 11,4 9,7 
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Table: 3 

 y1 y2 y3 y4 y5 y6 y7 y8 y9 y10  y11  y12  y13  y14  y15  y16  y17  y18  y19 y20 y21 y22 y23 

𝑇1  3 4 6 3 2 5 5 1 2 5 5 2 6 4 5 6 6 7 7 5 5 0 6 

𝑇2  3 4 6 3 2 5 5 1 6 3 5 2 2 4 3 2 2 1 1 3 3 0 2 

𝑇3  3 4 2 3 2 3 3 1 6 5 3 2 2 4 3 2 6 1 1 3 5 0 2 

𝑇4 3 4 2 5 2 3 3 1 2 3 5 6 2 4 3 2 2 1 1 3 3 0 2 

𝑇5 5 4 2 5 2 3 3 1 2 3 3 2 6 4 3 2 2 1 1 3 3 0 2 

𝑇6  5 4 2 3 2 3 3 1 2 3 3 2 2 4 5 6 2 1 1 3 3 0 2 

𝑇7  5 4 2 5 6 5 5 7 2 3 3 6 2 4 5 2 2 1 1 5 3 0 2 

𝑇8  3 4 2 3 6 3 3 1 2 5 3 2 2 4 3 2 2 1 1 5 5 0 6 

 
The range of informative Ti- signs important for diagnostic 

objects is shown in Table №4. 
 

 
Solution for the third issue: Let us suppose that we give 

an optional W unknown diagnosis to an object. Parameters 

of this object are obtained in relation to the parameters of 

the type Tiof Table №1 and describe the following matrix 

shape. 

W =  0 0 1 0 1 1 0 0 0 1 1 0 1 0 1 1 1 1 1 1 1 0 1  
 

Algorithm for solving applied problems. 

 

Step 1: Based on the parameters of Table №1 and W of the 

unknown diagnostic object, we create the P class in the 

form of a matrix: 

 

P=

 

 
 
 
 
 
 
 
 

y
1

y
2

y
3

y
4

y
5

y
6

y
7

y
8

y
9

y
10

y
11

y
12

y
13

y
14

y
15

y
16

y
17

y
18

y
19

y
20

y
21

y
22

y
23

T1 1 1 1 1 1 1 1 1 0 1 1 0 1 1 1 1 1 1 1 1 1 0 1

T2 1 0 1 1 1 1 1 1 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0

T3 1 0 0 1 1 0 0 1 1 1 0 0 0 0 0 0 1 0 0 0 1 0 0

T4 1 1 0 0 1 0 0 1 0 0 1 1 0 1 0 0 0 0 0 0 0 0 0

T5 0 1 0 0 1 0 0 1 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0

T6 0 0 0 1 1 0 0 1 0 0 0 0 0 1 1 1 0 0 0 0 0 0 0

T7 0 0 0 0 0 1 1 0 0 0 0 1 0 0 1 0 0 0 0 1 0 0 0

T8 1 1 0 1 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 1 1 0 1

W 0 0 1 0 1 1 0 0 0 1 1 0 1 0 1 1 1 1 1 1 1 0 1  

 
 
 
 
 
 
 
 

 

 

The path elements of the P matrix are the diagnostic objects 

and column elements are the symbols of the objects. 

 

Step 2: P-matrix T1is an identifying mark for the disease 

type (table №4) 

y3, y6, y7 , y10 , y11 , y13 , y15 , y16 , y17 , y18 , y19 , y20 , y21 , y23 ; 
the columns are separated and the remainder are 

discarded.The resulting matrix is T1, a matrix for the type 

of disease, and separates the columns labeled PT1
 and the 

remainder is abandoned. 
 

𝑃𝑇1
=

 

 
 
 
 
 
 
 

𝑦3 𝑦6 𝑦7 𝑦10 𝑦11 𝑦13 𝑦15 𝑦16 𝑦17 𝑦18 𝑦19 𝑦20 𝑦21 𝑦23

𝑇1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
𝑇2 1 1 1 0 1 0 0 0 0 0 0 0 0 0
𝑇3 0 0 0 1 0 0 0 0 1 0 0 0 1 0
𝑇4 0 0 0 0 1 0 0 0 0 0 0 0 0 0
𝑇5 0 0 0 0 0 1 0 0 0 0 0 0 0 0
𝑇6 0 0 0 0 0 0 1 1 0 0 0 0 0 0
𝑇7 0 1 1 0 0 0 1 0 0 0 0 1 0 0
𝑇8 0 0 0 1 0 0 0 0 0 0 0 1 1 1
𝑊 1 1 0 1 1 1 1 1 1 1 1 1 1 1  

 
 
 
 
 
 
 

 

Function of the proximity between objects pi yw , yTi
 , i =

1,8;      using PT1
  matrix: 

 

𝑃𝑇1
 𝑊 =

 

 
 
 
 
 
 
 

𝑦3 𝑦6 𝑦7 𝑦10 𝑦11 𝑦13 𝑦15 𝑦16 𝑦17 𝑦18 𝑦19 𝑦20 𝑦21 𝑦23

𝑇1: 1 1 0 1 1 1 1 1 1 1 1 1 1 1
𝑇2: 1 1 0 0 1 0 0 0 0 0 0 0 0 0
𝑇3: 0 0 1 1 0 0 0 0 1 0 0 0 1 0
𝑇4: 0 0 1 0 1 0 0 0 0 0 0 0 0 0
𝑇5: 0 0 1 0 0 1 0 0 0 0 0 0 0 0
𝑇6: 0 0 1 0 0 0 1 1 0 0 0 0 0 0
𝑇7: 0 1 0 0 0 0 1 0 0 0 0 1 0 0
𝑇8: 0 0 1 1 0 0 0 0 0 0 0 1 1 1  

 
 
 
 
 
 
 

 

 

One of the main functions of the proximity 

function pi(yw , yTi
) is the operatorship, i.e. (1) the 

expression PT1
 in the matrix, and the result is shown on the 

PT1
(W) matrix it is read as a comparative matrix. 

When the PT1
 W  computed matrix is computed as 

a linear element, then Тi  is the sum of the differences in the 

parameters of the object of the diagnostic object (ieТ1), 

which is relative to the unknown object W, ie the sum of 

the matrix elements: Гw PT1
 = Г1 уw , yT1

 +

Г1 уw , yT2
 + ⋯+ Г1 уw , yT8

 = 13 + 3 + 4 + 2 + 2 +

3 + 3 + 5 = 35. 
 

Step 3: P-matrix T2 −  the informative signs 

detected for the disease type (table №4) y3, y6 , y7 , y9, y11 ;  
the columns are separated and the remainder are discarded. 

The resulting matrix is T2 − called matrix, and we call it 

PT2
. 

𝑃𝑇2
=

 

 
 
 
 
 
 
 

𝑦3 𝑦6 𝑦7 𝑦9 𝑦11

𝑇1 1 1 1 0 1
𝑇2 1 1 1 1 1
𝑇3 0 0 0 1 0
𝑇4 0 0 0 0 1
𝑇5 0 0 0 0 0
𝑇6 0 0 0 0 0
𝑇7 0 1 1 0 0
𝑇8 0 0 0 0 0
𝑊 1 1 0 0 1  

 
 
 
 
 
 
 

 

 

№ Diagnoses Informative Features 

1.  Т1 Y3, Y6, Y7, Y10, Y11, Y13, Y15, Y16, Y17, Y18, Y19, Y20, Y21, Y23 

2.  Т2 Y3, Y6, Y7, Y9, Y11 

3.  Т3 Y9, Y10, Y17, Y21 

4.  Т4 Y4, Y11, Y12 

5.  Т5 Y1, Y4, Y13 

6.  Т6 Y1, Y15, Y16 

7.  Т7 Y1, Y4, Y5, Y6, Y7, Y8, Y12, Y15, Y20 

8.  Т8 Y5, Y10, Y20, Y21, Y23 
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The proximity function between objects is pi yw , yTi
 , i =

1,8;      using PT2
matrix  

𝑃𝑇2
(𝑊) =

 

 
 
 
 
 
 
 

𝑦3 𝑦6 𝑦7 𝑦9 𝑦11

𝑇1: 1 1 0 1 1
𝑇2: 1 1 0 0 1
𝑇3: 0 0 1 0 0
𝑇4: 0 0 1 1 1
𝑇5: 0 0 1 1 0
𝑇6: 0 0 1 1 0
𝑇7: 0 1 0 1 0
𝑇8: 0 0 1 1 0  

 
 
 
 
 
 
 

 

When PT2
(W) is generated within the linear 

elements of the matrix, the value of the difference in the 

parameters of the diagnostic object Тi  (ie, Т2), which is 

relative to the unknown object W, is the sum of the matrix 

elements: Гw PT2
 = Г2 уw , yT1

 + Г2 уw , yT2
 + ⋯+

Г2 уw , yT8
 = 4 + 3 + 1 + 3 + 2 + 2 + 2 + 2 = 19.  

 

In the same manner, fromP-matrix,T3 , T4   …   etc. 

is calculated for types of diseases, and forT8, it is calculated 

is follows. 

 

Step 9: P-matrix T8 -information signs for the type 

of illness (table №4) y5 , y10 , y20 , y21 , y23 ; the columns are 

separated and the remainder are discarded. The resulting 

matrix is T8, and we call it PT8
. 

𝑃𝑇8
=

 

 
 
 
 
 
 
 

𝑦5 𝑦10 𝑦20 𝑦21 𝑦23

𝑇1 1 1 1 1 1
𝑇2 1 0 0 0 0
𝑇3 1 1 0 1 0
𝑇4 1 0 0 0 0
𝑇5 1 0 0 0 0
𝑇6 1 0 0 0 0
𝑇7 0 0 1 0 0
𝑇8 0 1 1 1 1
𝑊 1 1 1 1 1  

 
 
 
 
 
 
 

 

 

The proximity function between objects is 

pi yw , yTi
 , i = 1,8;      using PT8

matrix: 

  

𝑃𝑇8
(𝑊) =

 

 
 
 
 
 
 
 

𝑦5 𝑦10 𝑦20 𝑦21 𝑦23

𝑇1 1 1 1 1 1
𝑇2 1 0 0 0 0
𝑇3 1 1 0 1 0
𝑇4 1 0 0 0 0
𝑇5 1 0 0 0 0
𝑇6 1 0 0 0 0
𝑇7 0 0 1 0 0
𝑇8 0 1 1 1 1  

 
 
 
 
 
 
 

 

 

When thePT8
(W) matrix is computed on a linear 

element, the value of the Тi  (in our case Т8), which is 

relative to the unknown object W, is the sum of the 

differences in the parameters of the object of the diagnosis, 

ie the sum of the matrix elements: Гw PT8
 =

Г8 уw , yT1
 + Г8 уw , yT2

 + ⋯+ Г8 уw , yT8
 = 5 + 1 +

3 + 1 + 1 + 1 + 1 + 4 = 17. 

 

The results obtained in the comparative assessment are 

presented in Table №5. 

Table:5 

 Г𝑤 𝑃𝑇1
  Г𝑤 𝑃𝑇2

  Г𝑤 𝑃𝑇3
  Г𝑤 𝑃𝑇4

  Г𝑤 𝑃𝑇5
  Г𝑤 𝑃𝑇6

  Г𝑤 𝑃𝑇7
  Г𝑤 𝑃𝑇8

  

Г1,8;      у𝑤 ,𝑦𝑇1
  13 4 4 2 1 2 5 5 

Г1,8;      у𝑤 ,𝑦𝑇2
  3 3 0 2 0 0 3 1 

Г1,8;      у𝑤 ,𝑦𝑇3
  4 1 3 1 0 0 3 3 

Г1,8;      у𝑤 ,𝑦𝑇4
  2 3 1 2 1 0 3 1 

Г1,8;      у𝑤 ,𝑦𝑇5
  2 2 1 2 3 1 5 1 

Г1,8;      у𝑤 ,𝑦𝑇6
  3 2 1 1 1 3 5 1 

Г1,8;      у𝑤 ,𝑦𝑇7
  3 2 1 1 2 2 6 1 

Г1,8;      у𝑤 ,𝑦𝑇8
  5 2 3 1 0 0 3 4 

 

Step 10: From the values shown in Table №5, we create the 

following matrices: 

S =

 

 
 
 
 
 
 
 
 
 

Г𝑤 𝑃𝑇1
 Г𝑤 𝑃𝑇2

 Г𝑤 𝑃𝑇3
 Г𝑤 𝑃𝑇4

 Г𝑤 𝑃𝑇5
 Г𝑤 𝑃𝑇6

 Г𝑤 𝑃𝑇7
 Г𝑤 𝑃𝑇8

 

Г1,8;      у𝑤 ,𝑦𝑇1
 13 4 4 2 1 2 5 5

Г1,8;      у𝑤 ,𝑦𝑇2
 3 3 0 2 0 0 3 1

Г1,8;      у𝑤 ,𝑦𝑇3
 4 1 3 1 0 0 3 3

Г1,8;      у𝑤 ,𝑦𝑇4
 2 3 1 2 1 0 3 1

Г1,8; у𝑤 ,𝑦𝑇5
 2 2 1 2 3 1 5 1

Г1,8; у𝑤 ,𝑦𝑇6
 3 2 1 1 1 3 5 1

Г1,8; у𝑤 ,𝑦𝑇7
 3 2 1 1 2 2 6 1

Г1,8; у𝑤 ,𝑦𝑇8
 5 2 3 1 0 0 3 4  

 
 
 
 
 
 
 
 
 

 

 

Step 11: The values reflected in each of the 

columns of the generated S matrix are obtained in relation 

to the number of informative marks (Table №4) identified 

for the disease, ie the normalization of the obtained results, 

which results in the following matrixS∗. 
 

𝑆∗ =

 

 
 
 
 
 
 
 
 
 

Г𝑤 𝑃𝑇1
 Г𝑤 𝑃𝑇2

 Г𝑤 𝑃𝑇3
 Г𝑤 𝑃𝑇4

 Г𝑤 𝑃𝑇5
 Г𝑤 𝑃𝑇6

 Г𝑤 𝑃𝑇7
 Г𝑤 𝑃𝑇8

 

Г1,8;      у𝑤 ,𝑦𝑇1
 0,93 0,80 1,00 0,67 0,33 0,67 0,56 1,00

Г1,8;      у𝑤 ,𝑦𝑇2
 0,21 0,60 0,00 0,67 0,00 0,00 0,33 0,20

Г1,8;      у𝑤 ,𝑦𝑇3
 0,29 0,20 0,75 0,33 0,00 0,00 0,33 0,60

Г1,8;      у𝑤 ,𝑦𝑇4
 0,14 0,60 0,25 0,67 0,33 0,00 0,33 0,20

Г1,8; у𝑤 ,𝑦𝑇5
 0,14 0,40 0,25 0,67 1,00 0,33 0,56 0,20

Г1,8; у𝑤 ,𝑦𝑇6
 0,21 0,40 0,25 0,33 0,33 1,00 0,56 0,20

Г1,8; у𝑤 ,𝑦𝑇7
 0,21 0,40 0,25 0,33 0,67 0,67 0,67 0,20

Г1,8; у𝑤 ,𝑦𝑇8
 0,36 0,40 0,75 0,33 0,00 0,00 0,33 0,80  

 
 
 
 
 
 
 
 
 

 

 

Step 12: Calculate the values in the line elements 

of the generatedS∗matrix: 

 
Г𝑆∗ 𝑇1 = 0,93 + 0,80 + 1,00 + 0,67 + 0,33 + 0,67 + 0,56 + 1,00 = 5,96; 

Г𝑆∗ 𝑇2 = 0,21 + 0,60 + 0,00 + 0,67 + 0,00 + 0,00 + 0,33 + 0,20 = 2,01; 

Г𝑆∗ 𝑇3 = 0,29 + 0,20 + 0,75 + 0,33 + 0,00 + 0,00 + 0,33 + 0,60 = 2,50; 

Г𝑆∗ 𝑇4 = 0,14 + 0,60 + 0,25 + 0,67 + 0,33 + 0,00 + 0,33 + 0,20 = 2,52; 



COMPUSOFT, An international journal of advanced computer technology, 8(6), June-2019 (Volume-VIII, Issue-VI) 

 

 

3164 

 

Г𝑆∗ 𝑇5 = 0,14 + 0,40 + 0,25 + 0,67 + 1,00 + 0,33 + 0,56 + 0,20 = 3,55; 

Г𝑆∗ 𝑇6 = 0,21 + 0,40 + 0,25 + 0,33 + 0,33 + 1,00 + 0,56 + 0,20 = 3,28; 

Г𝑆∗ 𝑇7 = 0,21 + 0,40 + 0,25 + 0,33 + 0,67 + 0,67 + 0,67 + 0,20 = 3,40; 

Г𝑆∗ 𝑇8 = 0,36 + 0,40 + 0,75 + 0,33 + 0,00 + 0,00 + 0,33 + 0,80 = 2,97. 

 

The obtained results (3) make the following inequality:  
 
ГS∗(T1)>ГS∗(T5)>ГS∗(T7)>ГS∗(T6)>ГS∗(T8)>ГS∗(T4)>ГS∗(T3

)>ГS∗(T2). 

 

Consequently, the given object W is higher than 

the object of the T1- diagnostic object in relation to other 

objects of diagnostics. 

 

III. CONCLUSION 

The paper examines the issues of making medical 

diagnostic decisions on myocardial infarction diseases, 

which are the most common diseases of the cardiovascular 

system. 

Due to the solution of the above tasks, the 

following results were achieved: 

- to solve the first task, a complex of 

informativefeatures for diseases of theХр-class was 

identifiedon the basis of a given training sample. The 

training sample is presented in the form of a table, when 

applyingtheТ-matrixformed on its basis with respect to 

theТi–diagnostic object,the ТТi
-matrices are formed. Then, 

the function of inter-object remotenessθi yтk,yтi , i =

2,8; , j = 1,23;,        k = 1,8;     , j ≠ k;.is calculated, the 

comparative assessment of objects is carried out in the 

context of the elements of columns of theТТ1
, ТТ2

, ... ТТ8
-

matrices.According to the results of the assessment, a 

complex of informative features was revealed in the 

context of objects of eachТi; 

- using theТТ1
, ТТ2

, ... ТТ8
-matrices, calculated in 

the context of a complex of informative features according 

to the content of the second task, the issue of comparative 

evaluation of objects being diagnosed was solved. As a 

result of the assessment, the contribution of each diagnostic 

object Тi  to the own class of theXp  objects is determined. 

Their value isГ ТТ1
 , Г ТТ2

 , ...  Г ТТ8
 , and their average 

valueis calculated on the basis ofГ ТТ1
 , Г ТТ2

 , ... 

Г ТТ8
 ; 

- in accordance with the third task, a decisive rule, 

reflecting the belonging of an unknown object to a class 

when diagnosing, i.e. a sick person, was developed. The 

decision rule is constructed using the proximity function, 

the P-matrix is formed on the basis of the parameters of the 

unknown diagnostic object W and the comparative 

estimates of objects are calculated, and thePT1
(W), 

PT2
(W),... PT8

(W)-matrices are created. Using this, an 

unknown object is evaluated in the context of inline 

elements in the following formГw PT1
 , Гw PT2

 ,... 

Гw PT8
 . 

On the basis of the obtained results, the S-

matrixandthe normalizedS∗andthe estimates of the 

unknown objectГS∗ T1 , ГS∗ T2 ,... ГS∗ T8  are calculated 

with respect to the diagnostic objects and in accordance 

with the formula (6), thefollowing inequality is created: 

ГS∗(T1)>ГS∗(T5)>ГS∗(T7)>ГS∗(T6)>ГS∗(T8)>ГS∗(T4)

>ГS∗(T3)>ГS∗(T2). 

 

On this basis, a high level of belonging of the 

given unknown object W to the T1.-diagnostic object 

relative to other objects was revealed. 

 

Thus, the classification of medical image recognition is 

described in a sequence of tasks based on algorithms for 

calculating estimates, and software was developed in an 

object-oriented Java programming language using the 

theoretical results obtained. The developed software was 

investigated within the framework of applied tasks of 

diagnostic decision making processes. 
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